Calculus One by Abdulaziz Al Ghannami, Quantq8.com
Chapter 1 Limits and Continuity

A set is a collection of elements.
A subset is a set within a set.

The Set of Natural Numbers

N={1,23, ..}

The Set of Integers

Z={1,0,1,2,3,..1}

The Set of Rational Numbers

Q = {%, whereaisinZundbisinZandB7&0}

; arein Q
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eg.
; are not in Q
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The numbers not in Q are called irrational numbers.
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The Real Line

Is the set of real numbers. It is a line whose points are either in Q or are irrational numbers.
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Functions
Input — f(X) — > Output
R Domain Range
x=1 f(1)
eg. f(x) = x?
x=11%>=1
x=2,2%=4

x=-2,(-2)?=4

x:\/i, (\/5)2:2

etc.

For a function to be a real-valued function it must consist of the following:
1. A set D of real numbers called the Domain
2. A rule/mechanism that associates with every real number in D, exactly one, number y, in
range R

y is denoted as f(x) , and called the value of the function of x.
R is the range, and is the set of all values f(x) = y of the function.

Families of Functions

The Polynomials

f(x) = ag+arx+ax?+... +a,x",
where a, € R, n € N

if a, # 0, then this is a polynomial of degree n, with coef ficient ay, a;, ..., a,

Examples of poynomials,

flx) =4 Constant function
flx) =x-1 Linear function
flx) = 242 Quadratic function
flx) =x*>-x+1 Quadratic function
f(x) =3x3 +2x2 - 7x + V2 Cubic function

Power Functions

f(x) = x",aeR

It is important to be able to distinguish power functions from polynomial function. We can do so by
asking a series of questions which will enlighten us on these differences:

is f(x) = x? a polynomial? YES
1

is f(x) = x2 a polynomial? NO

g(x) =2 polynomial & power function
k(x) = x*+1 only polynomial function
I(x) = 3x* only polynomial function

Rational Functions

f(x) = % where both P(x) and Q(x) are polynomials and Q(x) # 0

Examples of rational functions include,

2x+3 . .
fx) = Zx— rational function
x“=3x+2
x> -4 . .
g(x) = rational function
2x
h(x) = — rational function
1
2+1
i(x) = z —; only composite function
X

Graphs

The graph of a function f is the set of all pairs (x, f(x)); we draw it in the x-y plane.

Y
a pair of real numbers
a,b
! (@,0)
X
a

Graphs can be drawn by approximation. The more points we have, the better the approximation.
This is done using the 'Numerical method'.

eg. f(x) = x, numerical method :

X fx)
0 0

1 1
-1 -1
V2 V2

eg. f(x) = x%,

this U-shaped curve is
called a parabola

this is 1:many and hence is not a graphing function

The Vertical Line Test

It is a test for seeing if something is a function or not.

Draw a line at any point on the x-axis, if it touches the graph at more than one point it is not a
graphing function.

More formally, A curve in the x-y plane is the graph of the function if and only if no vertical line
intersects the curve more than once.
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To understand a graphing function we must understand a 1:1 function, and prove itis a 1:1
function. This will be proven/tested by the Horizontal line test.

The Horizontal Line Test

This test is only performed for a function.

If a function passes this test it is called a 1:1 function and means it has an inverse.
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What is the inverse of a function?

It is defined as:
If fis 1: 1, then we can define another function as f ! (inverse of f), s.t. :

() =x

Logarithms & Rules

A logarithm is the reverse of taking a power.
logpx is the unique inverse where y € Rs.t. b¥ = x

eg. f(x) = log.x = f(x) =Inx = f1(x) =e*

5%
f(x) = Inx
f-l (x) = e~ 2,54
12.5 -10 7.5 5 2.5 0 2.5 5 7.5 10 12.5
-2.5
_5 4
y=x

Since f(x) is 1:1 it has an inverse f‘1 (x). In the graph this is evident by either curves reflections in
the y = x line.

Important logarithmic results to remember:

In(0) = DNE
In(1) =0
elnx =y
In (ex) =y
Important logarithm rules to remember:
Inx = log.x

In(ab) = Ina + Inb
a

ln[l—j) = Ina—Inb

n(a’) = rlna

Important indices rules you should recall:

e =1
et . eb — ea+b
i _ ea—b
ob
(e‘Z g—
Exponential Function
f(x) =a*, wherea >0
eg. 2%, 3% [l]x e*
4 7 2 4
If x = 1 in the simplest form, q,p € Z
p
1 q
then, a? = (%)
Trigonometric Functions
Sine
Y = sinx
T T
0|3
F=1 22
Rf=1[-1,1]
A
14
S S A N
-1 4
Cosine
Y = cosx
Df = [0, 7Z]
Rf=1[-1,1]
A
1
SN+ 3 37 4 o N
-1 4+
Tangent
Yy = tanx
T T
(23
=122
Rf = (—OO, OO)
A
14
| | | | | | | "
4 -3 -2 -1 0 1 2 3 4
-1 4+
21
Trigonometric Identities
sin’x+cos’x =1
1+ tan’x = sec’x
1+ cot?x = cosec’x
sin(x £y) = sin(x)cos(y) £ cos(x)sin(y)
cos(x +y) = cos(x)cos(y) F sin(x)sin(y)
c0s(2x) = cos’x — sin’x
= 1-2sin’x
sin(2x) = 2sin(x)cos(x)
i
~ 2
i All
Each quatrant indicates h N P
which trigonometric ratios T ] .7
are positive Tt h < 0,21
tan cos
~ 31
2
0 cosO sin@
T =60 1 V3
2 2
T V2 V2
2 2
= =30° V3 1
2 2

Important radian and degree conversions

Z =900
T = 180°
3
T = 270°
2
21t = 360°

Reciprocating_the trigonometric functions
let,
f(x) = sinx
g(x) = cosx
h(x) = tanx

then,



i(x) = cosecx
k(x) = secx
I[(x) = cotx

R = (_OO/ OO)

Making_new functions from old

If f and g are functions:

(f +8)(x) = f(x) +g(x)
(f —9@) = f(x) —g(x)
(f -9)(x) = f(x) g(x)

If x € D¢ and also x € D, where g(x) # 0

-t
8 g()
f(x) = x+1
eg.
g(x) = Inx

(f+9)(x) =x+1+Inx
(f-9)x) =x+1-Inx

(f-9)(x) = (x+1)(Inx)

x+1
[]—C](x) i for x € Dyi1 N Diyy, (0, 00)

Operations within functions to make new ones:

Addition
Subtraction Division
Multiplication

Composition of functions

f o 8

>

The above is called,

g Hx) =g(f(x)
where, x € D¢, f(x) € D,

eg 1. f(x) = sinx
g(x) = x?

(f o 9)(x) = sin(x?)

(g° f)x) = (sinx)?
eg 2. let g(x) = arcsinx

D, =[-1, 1]

: T T

Vx € [-1, 1], arcsinx € [—E, —]

2
let f(x) = cosx, Dy = R = (-00, o)

Then Vx € [-1, 1]
(f °§)(x) = cos(arcsinx)

Calculating Limits (Algebra)

How to calculate limits (flowchart)

Substitute values in limits

if it is defined,

tRaLislybl arswer if it is undefined, did you get...

Recall,
Hypotenuse

10 = Q

Sino = 7}
H
_A O
cosO = 5
0
0 [ ]
tanO = b A
g Opposite
Adjacent (to the angle)
Intervals
-00 R 0o

a b

o ® [a,0] = {x e R:a<x < b}

a b

O O (a,b) ={xeR:a < x < b}

a b

® O [a,b) ={x e R:a < x < b}

a b

(a,b]={xeR:a < x < b}

[a,00) = {x € R:a < x}

(—o0, a) ={xeR:x <a}

(a,0) ={x € R:x > a}

(—00,a) ={xeR:x <a}

Compose

g(f(x)

ol o

0:00, co—o00,

818

non—zero
0

These are indeterminates,
try: factoring, divide by
highest power in the
denominator, etc.

Try: factoring, expanding, Deduce if it is
common denominator, +00, —00
conjugates,trigonometric or DNE
identities, 'special’
limits involving trig. or ‘¢’
In general:
If f(x) = ag+arx+ax%+... +a,x"
then, lim f(x) = f(xo)
X — X0
= a4y + a1 X +a,x% + ... +a,x"
2x+1  2-1+1 3
eg. lim = = - = DNE
»—1x2-1 1°-1 O

", we write in this case,

2x+1
lim == = co = limit from the right
x—>1" x2 -1

2x+1
lim 2272 = —co = limit from the left
x—>1 x2-1

0
N.B. for 5 = cannot conclude

The Algebra of limits

f(x) =ag+ax R

f(x) =ax?+bx+c
D = b? - 4ac

(D is the discriminant)

—b+VD
a

nE T
»-VD
Xy = ————
2a
If
D >0 2 Distinct real roots
D=0 Double real roots
D <0 No real roots
Real roots touch the x-axis where y = 0
Y
X

Limits of Rational Functions

g(x) = @, where P(x) & Q(x) are polynomials

Qx)
P(xq
Case1 lim ¢(x) = = number or =0
x> X0 Q(xp) number
P(x b
Case2 lim g(x) = (o) _ er(#0) = DNE
x =% Q(xo) 0
. P(xo) 0 .
Case3 lim g(x) = = — = cannot conclude, must find another method to evaluate
X = xo Qxo) O
Side note

A3 +B3 = (A2- AB+B?)
A3-B3=(A-B)(A2+ AB + B?)
(A+B)> = A3 +3A°B+3AB?+B?
-y +y) =x* -y

A function can be expressed in two ways:

Algebraically:
eg. f(x) =x2

Geometrically:

X
eg. of limits
Yy
lim, 5+ f(x) =2
} limx—>3f(x):2
2 limx—>37 f(X) =2
I X
3 £(3) = DNE

When we talk about continuity we are talking specifically about the domain.

If a value isn't in the domain, continuity does not apply.
.. there is a limit at 2, but no continuity at 2.

eg. of limits to infinity

You cannot conclude what a limit is in these two conditions:

0
— = cannot conclude

(0]
— = cannot conclude
(0e]

eg.

IS

lim =0

X—o00 X

NI\)

Iim — =0

X— —00 x

We can conclude that this is always true:

, r
Iim —=0,reR

x — oo x

Examples of solving an inderminate form:

Ex.1

. 2x+3 . : .

lim bl cannot conclude (because it is of indeterminate form)
X — 00 DX — O

1
When you have a polynomial over a polynomial (rational function) divide by x” (multiply by —n), n
X

being the largest power (in the rational function).

2x+3-1
lim N
Yoo By —1--
X
3
2+3 240 2
lim — = —=—
x—>oo5 1 5+0 5

Ex.2

lim Vx2? +3x —x = oo — 0o = cannot conclude

X — 00

a
In this case we rationalize it, and make it a ratio of the form E
o Vx?+3x—-x
Iim ———
X — o0 1
Vx2+3x—x Vx2+3x+x
1 Va2 +3x +x

(x2 +3x) —x Va2 +3x +xVx2 +3x —x2

lim = lim

lim

X — 00

(x2 +3x) —x2

= lim

X =00 Vx2+3x +x TTOAX243x+x T VX2 +3x+x
1

T
TN X?+3x +x 31_{
recall,

Va-b=Va-Vb

1

S0,
lim 5 = 5 :E

2

If it is a polynomial then consider its biggest power.
RULE:

lim (anx” 4 ax?+ax+ ao)

X — 00

= lim a,x", gain either co or — oo depending on n and a,,

X — o0

A few limits to remember

1- lim sinx = lim cosx = DNE

X — 00 X — 00

2- lim e* = lim Inx = o

X —> 0 X — 0

for lim Inx = nonesensical

X — —00

3-lim e =0

X — —00

4- lim Inx = —o0
x—0*

) e
5- lim arctanx = E &

X —> 00

) e
lim arctanx = - E

X — —00

Definition of Continuity.

A function f(x) is said to be continuous at x = xy, if:

1— f(x)isdefined as x = xg; ie. f(xg) exists
2- lim f(x) exists

X — X0

3- lim () = f(x0)

s X{P‘/ .

f(xo) = DNE
.. NEITHER continuous
nor not coninuous




f(xp) exists /

/MW , lim, , , f(x) exists /
l lim, _,, f) = fx0) f

Xo .. Continuous

A function f is continuous if it is continuois for each xo € Dy.

Visual examples of continuous and not continuous functions:

Y Y
o———
SmEmiieE == nun MR-
®
®
X X
Not continuous Not continuous
Y Y
/ ASEEE
A
| X I x
X0 X0
Continuous Not continuous
A differentiable function is continuous at all points in its domain.
A continuous function does not need to be differentiable.
eg.
1
Yy flx) =< x
£(0) is not defined
p it is continuous in its domain
J
y N
1— £(0) is defined
X lim, _,, f(x) = DNE
O
.. Not continuous at x = 0
X
J
y N
f(x) is defined
1 X lim, _,, f(x) = exists
but lim,, _, o f(x) # £(0)
0 X
.. Not continuous at x = 0
®-1 .
A Note on Endpoints:
only
Only y f limx—uzl_ f(x)
lim 11+ f(x) exists
ais e /\
| I
| I
1 |
ao a1 A

If x = a;is an endpoint for the domain of f(x) then,

lim f(x)

X — Xo

(in the definition) is replaced by the appropriate left or right limit.

N.b "limit from the left" is denoted by a '+' and "limit from the right" is denoted by a '-'

Recall the identity:
al _ lal

bl 1ol

b also remember that |of a function|is continuous everywhere

Defintion of Limits

Let f(x) be a function and xy € R,
s.t. xo € Dyorxy & Dy
we say lim f(x) =L

If f(x) can be made arbitrarily close to L by showing x suf ficiently
close to (but not equal to) x

Recall,
Definition of Continuity.

A function f(x) is said to be continuous at x = xy, if:

1- f(x)isdefined as x = xg; ie. f(xg) exists
2- lim f(x) exists

X — X0

3— lim f(x) = f(xo) or lim f(x) = lim f(x) or Endpoints (replacing def)

Definition of Derivative

Slope of the tangent line to the

y graph of f(x) at the point (x, f(x))
if the point exists
(x)

rate of change of f at x (depicted as

|

|

: .. a derivative is the instantaneous
:

| .

| a tangent line to the graph of f(x))

The derivative is defined as a limit as such (this is referred to as 'the definition of a derivative'):

L) - £
h—0 h

eg. Calculate the derivative of f(x) = \/;, X 2> using the definition,

_ ‘Vx+h—VG
B

= lim
h—0

\/x+h—\/;.\/x+h+\/;
h Vx+h+Vx

_ (x+h)—x
= lim
=0 (Vs h+ Vi)
= lim L

1
= lim ——, D/(0, )
h—0 2x

The Intermediate Theory

The General Case

* f(x) is continuous on [a, b]

- fla) # f(b)

Then for all y, inbetween f(a) & f(b), there exists x € (a, b) such that f(xg) = yo

The Special Case

* f(x) is continuous on [a, b]
* Have opposite signs

Then there exists at least one ¢ such that ¢ € (a,b), f(c) =0
eg. x3+3x-2 =0, this equation is hard to solve for,

However there is a solution in (0, 1)

For this, consider f(x) = x> +3x—2 on [0, 1]
f0)=-2 <0

f)=-2>0

IVT say A ¢ € (0,1) such that f(c) =0, c®+3c-2=0

Chapter 2 Differentiation

Differentiation techniques

Imagine having to find out the derivative of a function by using the definition. Luckily we have a
method to find the derivative of any function in general:

for a function f(x) = x",

the derivative f'(x) = nx"™!

N.b. The derivative of any constant function is zero.

f(x)=c,ceR
fx)=c =0
eg.g(x) =3, ¢ (x)=0
Y N
] No slope, which means the slope
flo =c was equal to zero. Which is why
‘C the first derivative is equal to zero as

it is the rate of change.

Differentiation rules:

» For any constant c,

(cf(x))" = cf (x))

(f(0) £8(x))" = f'(x) £8"(x)

Product rule:

(f(x)-8(x))" = f'(x)-g(x) + f(x) - &' (%)

* Quotient rule:

7

f(x)] _ @) g - fx) g'()
(%) g2 (%)

gx) #0, [

+ Chain rule: derivative of a compositve function
Recall, (f 8)(x) = f(3(x))
[f(g()] = f(g(x))- g (x) Newtons notation
df (g(x)) cdy _dy du
d

v = lety = f(u) & u = g(x) .. T = du Ix Liebinz notation

Linear approximation & differentials

Linear aprroximation for f(x) ata

f(x) = f(a) + f'(a)(x —a)

if we have f(x) and x changes from x( to x; ~> Ax - (x1 =)

S f(xr) = fxg) + f (x0)

Linearization of f ata
L(x) = f(@) + f'(@)(x - a)
Ay = f(x + Ax) = f(x)

Derivatives of General Exponential Functions

f(x) f'(x)

a* a*In(a)

af® a/® . ' (x) - In(a)

Derivatives of Logarithmic Functions

f(x) f(x)
Inx 1
X
log,(x) i B
Ina  x-Ina
log,(f(x)) f'(x)
Ina - f(x)
Recall this rule,
gy = 12
08a% = Ina

We can use logarithms to simply differentiated complicated functions.
ify =y, £y, *y;
theny’ =y Yy, +y;

Derivative of the inverse trigonometric functions

f(w) f ()
sin™ (1) 1 o
1-u?
cos (1) -1 o
1-u?
tan (1) 1 i
u?+1
cot Y (u) -1 y
u?+1
sec™(u) 1 o
V2 -1
csc(u) -1 i
uVu? -1

Minimum & Maximum values

It is a critical number in a function f is a number ¢ in the domain of f and that f’(c) = 0 &
f’(c) = DNE

The absolute maximum and minimum (extrema values) in the interval [a, b]:
find the critical number ¢ in the interval (a, b)

find £(c)

find f(b) & f(a)

The smallest value is the minimum

* The biggest value is the maximum

Rolle's Theorem

Let f be a function that satisfies the following:

1. f is continuous on [a, b]
2. f is differentiable on (a, b)

3. f(a) = f(b)
Then there is a number c in (a, b) such that f'(c) = 0
Things we want to show from an equation for f(x), that it has:
* Exaclty one solution = at most one solution a unique solution

* Find a solution using IVT theorem
* Proof by contradictionn

Rolle's Theorem Application:

eg. prove that x> + x — 3 = 0 has exactly one real root.

The steps intutional steps we will follow:
+ Show that it has a root (Step 1)
» then, Show that that is the only real root (Step 2)

Step 1- It has a root, by IVT:

f(x)=x>+x-3
F(0)=0+0-3=-3<0
Q) =284+2-3=7>0

it is a continuous polynomial, the results above show that it transition from negative to positive
therefore there will be atleast one real root in the interval (=3, 7)

Step2- It has only one real root

let it have 2 real roots, x =a,x = b
f(a) =0, f(b) =0 real root
S f@)=fb)=0

So to satisfy Rolle's Theorem: Continuous & Differentiable & f(a) = f(b)
S fi@©)=0

fx)=x*+x-3

F()=3x2+1 >1 (always positive)

Since f’(x) # 0, our assumption is wrong given the equation has exactly one real root.

Proof by contradiction calculation:
1. Show at least one real root exists using IVT
2. Assume two or more roots exist
3. Assuming in step 2 and another known fact (MVT/Rolle's Theorem) show that something
else must occur
4. Show that the "something else" cannot occur, simplifying something, so the hypothesis is
wrong.

Keep in mind these fact:
- if ¢ is a critical point for f(x) then f'(c) = 0
« if a is an inflection point for f(x) then f"(a) =0

Mean Value Theorem (MVT)

Let f be a function that satisfies the following hypothesis:
« f is continuous on [a, b]
« f is differentiable on (a, b)

Then there is a number c € (a, b)

such that f'(c) - %

Sketching Graphs

* Relative/local maximum: f changes from " to
fis /" ataninterval if f’(x) >0

* Relative/local maximum: f changes from ~, to
fis N\ ataninterval if f'(x) <0

- Critical points are points where the derivative f"(x) is either O or undefined (DNE)
+ Extrema (absolute max and min) occur at critical points, but not every critical poinnt is an
extrema

To determine Extrema we must do 2 things:
1. find the critical points:
(a) Compute f’(x)
(b) Equate f"(x) to 0
(c) Solve f”(x) = 0, if solutions are 0 or DNE then a critical point has been found

2. "Test" each critical point (found in step 1) to determine if it is a local max, local min or neither



Concavity Diagram

| F>0&f’ >0 =4

up up
/ \\/ " >0&f7"<0 ﬁ’—
f<0&f >0 NI

///;;:—\ —;;:\\\\ ) TR
] F<oefr<o

The 6 steps for how to sketch a graph

1. Find all the points at which the behaviour of the graph could change
2. Disregard points not in the Df
3. Points in the Df if they exist are critical points, if sols:
f'(x) =0or f'(x) = DNE (for finding extrema; absolute max & min)
4. Inflection points: f’(x) = 0 or f’(x) = DNE
5. Using the concavity diagram and the data just collected, piece all the curves above, being
careful to indicate any horizontal (f’(x) = 0) or vertical (f’ (x) = DNE) asymptotes

6. When necessary, add intercepts (x=0 y-intercept & y=0 x-intercept) and horizontal
asympototes

Hyperbolic functions

sinhx = %(e" —e™)

coshx = %(ex +e7)

sinhx
tanhx =
coshx
coshx
cothx = —
sinhx
1
sechx =
coshx
1
cosechx = —
sinhx

(sinhx)" = coshx
(coshx) = sinhx
(tanhx) = sech®x
(cothx) = —csch?x
(sechx)” = —sechx - tanhx
(cschx)” = —cschx - cothx

sinh™(x) = In (x +Vax?+ 1)

cosh™(x) =In (x +Vax? - 1)

tanh~(x) = 1ln[l-'_x]
2 \1-x

Optimization
The Steps needed to solve an optimization problem:

* Looking for the largest or smallest value (Extrema, absolute max & min) of a function
subject to some kind of constraint
» The constraint will be some condition. The condition will be described by an equation.
+ Identify the quantity to be optimized and the constraint (must be true regardless of the
solution)
» Always will have a minimum of 2 functions:
— a minimization/maximization function
— constraint has a fixed value
* Rearrange the contraint and substitute it in the function
+ Differentiate and obtain the first derivative to find the absolute extrema
» Use the second derivative to confrim if it is a max or min

Chapter 3 Integration

Antiderivatives/indefinite integrals, definite integrals/fundemental theorem of calculus

Given a function f(x), an anti derivative for f(x) is another function F(x) which satisfies the
following F’'(x) = f(x)

differentiation

f(x) f(x)

anti-differentiation

fx) F(x), F'(x) = f(x)

All anti-derivatives are in the family of integrals

Notation

f(x)-dx, itis the indefinite integral of f(x), it is the collection of all anti-derivatives of f(x),
= F(x) + c, c is the constant of integration;

where F(x) is any function satisfying, F(x) = f(x), c € R

Rule,

fx”-dxz x™l e nE -1
n-—1

1 1
exception: x' = =, f— dx = In|x| + ¢
x'J ox

A table of Integrals that you should know

fl-dx =x+c

xn+1

fx -dx = +c
n+1
1
f—-dx =In|x|+c

X

fex-dx:e"+c
X

fb -dxzb—+c
Inb

fsinx-dx = —C0SX + C

cosx -dx = sinx +c¢

fseczx-dx = tanx + ¢

fcsczx-dx = —cotx +¢

f secxtanx - dx = secx +c

f cscxcotx -dx = —cscx + ¢
ftanx-dx = In|secx| + ¢
fcotx-dx = In|sinx| +c

f sinhx - dx = coshx +c

fcoshx -dx = sinhx +c¢
fsechzx-dx = tanhx +c
f csch?x - dx = —cothx + ¢
f sechxtanhx - dx = —sechx + c

cschxcothx -dx = —csch + ¢
f 1
V1-x?
1
f -dx = arctanx + ¢
1+x2

1
—— - dx = arcsecx + ¢

xVaxZ-1

-dx = arcsinx +c

b

1.fb(f(x)ig(x))-dx= fbf(x)-dxif g(x)-dx itis for larger sums also

2. For any constany c,

‘f;bcf(x)-dx = cj;bf(x)-dx
3.fabf(x)'dx: facf(x)-dx+fcbf(x)-dx, ceR

Also,fabf(x)-dxz j;bf(x)-dx—j;af(x)-dx
= fcbf(x)-dx+fucf(x)-dx

N.b is true evenif ¢ ¢ [a, b]

X
c
Integration by substitution
The steps:
1.(O)" let O =u usually choose the most complicated
du
— =0 du=0"-dx
dx
3. fu -du
4. Compute

5. Then resubstitute x for u

The definite Intergral of absolute value function

3 0 3
eg.lexl-dxzfz—x-dx+f0x-dx

where x becomes 0 is where we break up the function,
Why do we break it?
As there are 2 different linear functions for x € (-0, 0) & for [0, 00).

N.B. 1 in an odd function (odd number)

f(=0)= - f(®)
.'.ff(x)-dx:O
N 3 .5 .7

eg. of odd functions: sinx, tanx, x>, x°, x*, ...

N.B. 2 in even functions

f(=x) = f(x)
ff(x)'dx:2f0 f(x)-dx
eg. of even functions: cosx, x2, x*, x°, ...

- first let f(x) equal the function then test if even or odd then use ' .". ' deduction to solve the

answer
a

+ if the integral has f always think of odd and even functions

—a

Area of a circle

Form 1:
C
I= f c2—x? -dx
—C
Deduction:
1
[=—mr?
2
1
I=-mc? r=c
2
y
0 X
—C C
Form 2:
C
I= fo V2 —x?-dx
Deduction:
1
[=—-mr?
1
I=-nc?, r=c
4
Y

So effectively to solve such integrals we can rely on the deductions instead of performing the
lengthy integration.

The Fundamental Theorem of Calculus

Part 1
If a function f is a continuous function on [a, b], then the function is defined by:

g@:z:]%ﬂodna<x<b

is continuous on [a, b] and differentiable on (a, b) and g’ (x) = f(x)

Rules for Part 1

b
1ﬁﬂ@:ff®dﬂmmﬁ@:0

2«ﬂ@=f?mdnmmﬂm=ﬂ@

g(x)

3.0 f(x) = | f®)-dt then f(x) = fg()-g ()
32(x)

4ﬁﬂ@:@mﬂummmfm=y@mw$mybﬁm»$m]

How to prove that:

1. f(x) is increasing, show f"(x) > 0
2. f(x) is decreasing, show f'(x) < 0
3. f(x) is constant, show f”(x) = 0

Find local extrema:

1. find critical points, by finding f”(x)
2. to get inflection point find f"(x) and equat to 0

How to show if a curve is concave up or concave down:
Use the second derivative to show it

if f”’(x) > 0 concave upwards
if f”’(x) < 0 concave downwards

Chapter 4 Applications of Differentiation and Integration

The First & Second Derivatives

The meaning_of the first derivative

af

* The first derivative of the function f(x) is [f’(x) or d_] the slope of the tangent line to the
X

function at the point x.
* It tells us whether a function is increasing_or decreasing and_by_how much:

d
— if d—f(p) > 0, then f(x) is an increasing function at x = p
X
d
— if d—f(p) < 0, then f(x) is an decreasing function at x = p
X

f

d
— if d—(p) =0, then x = p is called a critical point of f(x), and we do not know the
x

behaviour of f(x) at x = p (this is why we may then use the second derivative)

The meaning_of the second derivative

. . _ . " d>f
« ltis the derivative of the derivative of that function, | f (x) or T2
X

* The second derivative tells us if the first derivative is increasing or decreasing
2

— if ﬁ(p) > (0 atx = p, then f(x) is concave upatx = p
x

d?
— if ﬁ(p) < 0 atx = p, then f(x) is concave down atx = p
x
LA f . .
— if ﬁ(p) = 0 at x = p, then we do not know anything new about the behaviour of f (x)
x
atx =p

Critical points & the second derivative test

When x is a critical point of the function f(x), we do not learn anything new about the function at
that point; it could be:

Increasing
Decreasing

a local maximum
a local minimum

2
. if ﬂ(p) =0& ﬂ(p) > 0, then f(x) has a local minimum atx = p
dx dx?

af

[ ] if —
dx

2
(p)=0& %(p) < 0, then f(x) has a local maximum atx = p

d d?
. if d—f(p) =0& d—J;(p) = 0, then we learn no new information about the behaviour of f(x)
X X

at the pointx = p

Inflection points

« A function f(x) has an inflection point at x if the graph of the function goes from concave up
to concave down or vice versa

* An innflection poinnt can onnly happen where the second derivative is 0

* It cannot tell us if the graph of a function has an inflection point; it can only tell us where it
might have an inflection point

Graphs
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Rules of Area
Case 1:
If the elemennt is vertical,
y element
|
|
|
I I
a b X
b
Then, A = f (Y2 —vy1)-dx
a
Case 2:
If the elemennt is horizontal,
y
b
Then, A = f (xp —xq) - dx
a
Steps of solution:
1. Draw the area required (graphical representation)
2. find the points of intersection
3. use the correct element (horizontal or vertical)
4. Apply the rules and principles
start
Horizontal Element
end

Vertical Element



